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C O l To learn the bas ic pr inciples of superv ised and unsuperv ised learning 

0 0 2 T o provide bas ic understanding of the concepts involved in deep learning 
0 0 3 T o understand the di f ference and similari t ies between the var ious forms of deep neural 

networks 
C 0 4 T o have knowledge about deep generat ive models 
0 0 5 To know about the appl icat ions of deep learning techniques in var ious real-t ime problems 

B L - B l o o m ' s T a x o n o m y L e v e l s 
( L l - Remember i ng , L 2 - Unders tand ing, L 3 - Apply ing, L4 -• Ana lys ing , L 5 - Eva lua t ing , L6 - Creat ing) 

P A R T - A ( 1 0 x 2 = 20 Marks) 
(Answer all Ques t ions) 

Q. 
No. 

Q u e s t i o n s M a r k s CO B L 

1. W h e n is a mach ine learning model sa id to be genera l i zab le? 2 C 0 1 L2 
2. S u p p o s e a neural network h a s an input layer, 2 hidden layers and one 

output layer. T h e input layer h a s 5 neurons, the hidden layers have 7 
neurons e a c h and the output layer h a s 3 neurons. F ind the total number 
of parameters (weights and b i a s e s ) that need to be trained in the neural 
network. Note that there a re no b iases in the input layer. 

2 C 0 2 L4 

3. Cons ider the following neuron: 

a ) W h a t is the cumulat ive input? 
b) Wha t is the output if R e L U activation function is used? 

2 C 0 2 LS 

4. What is multitask learn ing? W h e n should it be u s e d ? 2 C 0 3 L4 
5. A single ( 1 5 x 1 5 x 3 ) image is p a s s e d through a convolutional layer with 

15 filters, e a c h of s i ze (3 x 3 x 3 ) . T h e padding s i ze is 1 and the stride 
s ize is a lso 1 . Wha t is the s ize (that is , what are the d imens ions) of the 
output? 

2 COS L4 

6 What is meant by exploding gradient prob lem? 2 COS L1 
7 What is factor a n a l y s i s ? 2 C 0 4 L2 
8 S u p p o s e you are building a model to d iagnose C O V I D - 1 9 using ches t C T 

images. Y o u are provided with 100 ,000 chest C T images , 1,000 of wh ich 
are label led. Wh ich of the following learning techniques has the best 
c h a n c e of succeed ing on this t a s k ? (i) T rans fe r learning or (ii) Supe rv i sed 
learning on the 1,000 labelled i m a g e s ? W h y ? 

2 COS LS 

9 Why are restncted Bo l tzmann mach ines cal led a s ' restr icted'? 2 C 0 4 L2 
10 S u p p o s e a video is to be g iven a s input to a neural network. How should 

the video be represented? 
2 COS L2 
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PART- B (8 X 8 = 64 Marks) 
( A n s w e r any 8 quest ions) 

Q. 
No. 

Q u e s t i o n s M a r k s CO B L 

1 1 . a ) G ive t l ie difference between superv ised and unsuperv ised learning 
algorithms. G i v e one examp le for e a c h category. 
b) Define Max imum Likel ihood Est imat ion ( M L E ) . Es t imate the mean and 
var iance of normal distribution using M L E . 

C O l L1 

12. a ) Write in brief about the following activation funct ions: Leaky R e L U , 
Sigmoid 
b) Write in brief about the following loss functions; Mean Squa re Error 
L o s s , K L Divergence 

C 0 2 L2 

13. Exp la in the perceptron learning algorithm. S h o w how it can be used a s a 
solution to the logic O R function. 

C 0 2 L3 

14. Exp la in the working of Genera t i ve Adversar ia l Networks ( G A N s ) . C 0 4 L4 

15. Exp la in the algorithm for the forward p a s s and the backward p a s s in a 
feedforward neural network. 

COS LS 

16. With a neat d iagram, expla in the structure of an L S T M cel l . COS LS 

17. After training a neural network, you find that the training accu racy is very 
high (c lose to 100%) and the test accu racy is less (c lose to 5 0 % ) . Wh ich 
of the following methods would be more appropriate to reduce the 
d i f ference? W h y ? W h y would not the other methods be appropr iate? 

(i) Dropout 
(ii) Genera t i ve Adversar ia l Networks 
(iii) S igmoid activation function 

COS L4 

18. a ) G iven an input image X of s ize (3,3) and a filter Y of s i ze (2,2) a s given 
below, what is the output after convolution X * Y ? A s s u m e stride = 1 . 

X : 
1 2 0 
0 1 2 
2 2 0 

Y : 
1 -1 
-2 1 

COS L4 

b) F ind the output of ' average pooling' in the following matrix with a 
stride length of 2. 

1 0 3 10 
0 1 1 6 
1 2 4 5 
3 1 3 2 

c) G i v e n an input image of s ize 224 x 224, a filter s i ze of 5 x 5 and 
padding of 3, what are the possib le va lues of str ide? 

19. Exp la in the architecture and working of any two types of R N N s . G i ve 
examp les for each . 

COS LS 
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"20. Write in brief about the following: 
a ) Probabi l ist ic P C A 
b) Independent Component Ana l ys i s 

8 C 0 4 L2 

2 1 . What is an au toencoder? Descr ibe the approaches u s e d in regular ized 
autoencoders. 

8 C 0 4 L4 

22 . Exp la in the architecture and working of deep belief networks (DBN) . 8 C 0 4 L4 

P A R T - C ( 2 x 8 = 16 Marks ) 
( A n s w e r all quest ions) 

Q. 
No. 

Q u e s t i o n s M a r k s CO B L 

23 . Y o u start training your model and notice underfitting, so you decide to 
add data augmentat ion a s part of your preprocess ing pipeline. G iven that 
you are working with images of handwritten digits, for each data 
augmentat ion technique, state whether or not the following technique is 
appropriate for the task. If not, explain why not. 

(a ) Sca l i ng slightly 
(b) Fl ipping vertically 
(c) Fl ipping horizontally 
(d) Rotat ing by 90 or 180 deg rees 

8 C 0 4 LS 

24. Des ign a neural network that takes a lengthy v ideo a s input and 
genera tes a n audio summary of the video in Tami l . Descr ibe the input 
data set that you would feed to the neural network whi le training and 
testing. 

8 COS L6 
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